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Abstract—The Ocean Color Instrument (OCI) is the primary payload on NASA’s Plankton, Aerosol, Cloud, ocean Ecosystem (PACE) mission. Its primary purpose is to enable new scientific studies of ocean biology, aerosols, and clouds. This article describes the design of the instrument and its radiometric performance as measured during the prelaunch characterization campaign. OCI will be the first radiometer to provide hyperspectral (340–895 nm) daily global coverage of top-of-atmosphere (TOA) radiances. Seven multispectral bands cover wavelengths from 940 to 2260 nm. The spatial resolution is about 1.2 km. OCI performance is optimized for ocean color applications, with a focus on high signal-to-noise ratio (SNR) at low radiance levels and high radiometric accuracy.

Index Terms—Calibration, hyperspectral sensors, remote sensing.

I. INTRODUCTION

NASA’s Plankton, Aerosol, Cloud, ocean Ecosystem (PACE) mission [1] launched on February 8, 2024. Its primary payload is the Ocean Color Instrument (OCI). OCI will provide global top-of-atmosphere (TOA) radiance measurements to support ocean color [2], [3], [4], aerosol [5], and cloud studies [6], [7]. OCI significantly improves the spectral coverage below 2260-nm relative to previous global TOA radiance sensors, such as SeaWiFS [8], moderate resolution imaging spectroradiometer (MODIS) [9], medium resolution imaging spectrometer (MERIS) [10], ocean and land colour instrument (OLCI) [11], and visible infrared imaging radiometer suite (VIIRS) [12]. From 340 to 895 nm, it provides hyperspectral coverage (5-nm bandwidth, with either 2.5- or 1.25-nm sampling, i.e., overlapping bands), and multispectral coverage (seven discrete wavelengths) from 940 to 2260 nm. Although its spatial resolution is only about 1.2 km (further increasing toward the edge of the scan), its unique spectral and global coverage is expected to be useful for other disciplines (e.g., land remote sensing) as well. Combining OCI data with data from the two multiance polarimeters (Hyper Angular Research Polarimeter 2 (HARP-2) [13] and Spectro-polarimeter for Planetary Exploration (SPEXone) [14]) on-board the PACE spacecraft will provide additional new application possibilities (see [15], [16]). A detailed overview of the science goals of the PACE mission has been provided by Werdell et al. [1].

PACE will orbit the Earth in a sun-synchronous polar orbit with an equatorial local crossing time of 13:00 at an altitude of 676.5 km. OCI will be tilted by 20° in the track direction away from the sun to avoid glint from the ocean surface. The OCI tilt maneuver will occur every orbit close to the subsolar point. Its location will be staggered from day-to-day relative to the optimal location [17] to reduce consistent coverage gaps in the equatorial region. OCI will map more than 95% of the sunlit Earth daily.

OCI has a long development history, starting in 2000 with a NASA study on what future satellite observations are required for carbon cycle research [18]. The Ocean Radiometer for Carbon Assessment (ORCA) was built as a laboratory demonstration unit starting in 2008 [19], [20], [21], demonstrating many of the critical design concepts used in OCI. The development of ORCA included specification of ocean color instrument performance requirements [22] that were...
largely applied to the OCI. The PACE Science Definition Team was established in 2011. The team provided a revised set of the OCI performance requirements [23] to NASA. The OCI characteristics discussed in this introduction meet all the Science Definition Team OCI threshold requirements and several of the additional goal requirements. The final OCI requirements were established by the PACE mission with a newly introduced “design-to-cost” approach [1].

NASA Headquarters assigned the PACE mission to the Goddard Space Flight Center (GSFC) in December 2014. The two polarimeters (SPEXone and HARP2) were provided by a partnership of Space Research Organization of the Netherlands (SRON) and Airbus Defense and Space Netherlands, and the University of Maryland, Baltimore County, respectively. OCI was designed, built, and tested at GSFC. As the name implies, its primary objective is to support ocean color research. Ocean color measurements require a very high degree of relative accuracy [24]. Absolute accuracy is secondary [25] because for most bands, absolute calibration is adjusted via vicarious calibration [26]. Therefore, a comprehensive prelaunch radiometric calibration campaign characterizing all error sources was a critical part of the OCI development. Most of the radiometric characterization measurements were performed both for the OCI flight unit and the OCI Engineering Test Unit (ETU), allowing the OCI Team to apply lessons learned from the ETU campaign [27] to the flight unit characterization.

The OCI flight unit instrument level characterization lasted for 6 months, from April to October 2022, including a 2-month thermal vacuum campaign (TVAC) [28]. Additional OCI tests at the PACE observatory level concluded in August 2023, including another 2-month TVAC campaign.

This article consists of two main parts: 1) a description of the design of the instrument, with subsections for each subsystem and 2) measured instrument performance parameters, focusing on spectral characteristics, absolute calibration, signal-to-noise ratio (SNR), response versus scan angle (RVS), polarization, linearity, response to temperature variations, stray light, and spatial characteristics. Papers that provide more background information dedicated to specific performance parameters and how they were measured are referenced, or will be published at a later date.

II. OCI SYSTEM DESIGN

A. OCI Image Acquisition

OCI uses the PACE spacecraft motion to image the Earth along the spacecraft track. OCI has a rotating telescope that provides cross track scans at a frequency of 5.77 Hz. The telescope rotation speed is chosen such that the along track progression of OCI along its orbit results in along track sampling of 1 km on the ground for nadir pointing. Detector measurements are recorded at (see Fig. 1):

1) a range of ±56° around nadir (Earth view data);
2) −90° (solar calibration assembly (SCA), see Section II-H);
3) +90° solar pulse calibration assembly (SPCA), see Section II-I);

![Fig. 1. OCI telescope scan diagram: RTA, SCA, and SPCA (OAP—off-axis parabolic mirror).](image1)

The rotating telescope directs the incoming light to a half-angle mirror (HAM) that rotates at half the speed of the telescope, thereby maintaining a stationary optical path thereafter. From there, the light is directed to one of three channels (blue, red, and short-wave infrared (SWIR), see Fig. 2). Gratings disperse the light to charge-coupled devices (CCDs) in the Blue and Red channels. The SWIR channels capture the light with 512 pixels in the spectral dimension and 128 pixels in the spatial dimension. The SWIR bands use photodiodes with spectral bandpass filters, see Fig. 2.

![Fig. 2. OCI optical path. Light enters the primary mirror from the left in the diagram.](image2)

The high rotation speed of the telescope results in a small integration time for individual CCD pixels, leading to a small SNR per CCD pixel. OCI uses on-chip time-delay-integration (TDI, see [20]) to improve SNR, as did sea-viewing wide field-of-view sensor (SeaWiFS). Basically, light striking each detector on the CCD array induces a charge, which is transferred and accumulated down array to the readout register, at a speed synchronized with the rotating telescope such that each ground pixel is viewed multiple times, thereby increasing the SNR of the integrated value. The instantaneous field of view (IFOV) of OCI corresponds approximately to an area on the ground of 1 km in track direction times 16 km in the scan direction, determined by the slit. Each pixel on the CCD images an area with a width of 125 m in the scan direction, with an integration time of 5.4 μs. The CCDs perform an analog 128:1 TDI via charge transfer. Eight adjacent 125-m pixels in scan direction are aggregated digitally on-board (see Section II-E) to 1-km “science pixels,” in order to reduce the data rate. This means that for each spectral band (without spectral aggregation), the charge from 128 CCD pixels is accumulated for each 125-m pixel, and eight of these pixels are integrated into a 1-km Science Pixel that contains...
to the coating developed for ORCA, see [29]. After leaving has a UV-enhanced broadband reflective silver coating similar to the entrance pupil and aperture stop of the system. The primary is a slit later in the optical path. A mask on the primary mirror is an uncoated double-wedge MgF2 polarization scrambler. The two wedges have their crystal axes clocked 45° with respect to each other. Finally, the light path is folded by the fold flat mirror before leaving the telescope assembly.

The next optical element is the HAM. The HAM is a double-sided flat mirror rotating at half the speed of the telescope. Rotating at half-speed cancels the effect of the rotating telescope, leading to a stationary light path. Because of this half-speed rotation, both sides of the HAM are used, alternating with each rotation of the telescope. The same UV-enhanced silver coating is used on both sides of the HAM. It is critical to match the coating performance of the two sides to avoid scan-line striping in the image.

Light leaving the HAM is focused onto a stationary knife-edge slit. The slit is the field stop of the system, defining the 1 × 16 science pixels on the ground. Immediately after the slit is a weak field lens and collimator mirror. The collimator recollimates the light to enable a split into three channels. The weak field lens pushes the virtual pupil formed by the primary and collimator mirrors out to the gratings, so that the spectral and spatial pupils are in the same plane.

Light is split into three channels using two dichroics. Light below 600 nm is reflected into the blue channel, while 600–900 nm is reflected into the red channel. Since no dichroic cutoff is perfect, a small transition region around 600 nm is imaged into both channels. Wavelengths longer than 900 nm are allowed to pass to the SWIR channel. Attenuators are placed between the red dichroic and the red grating (single blade design) and between the red dichroic and the reimaging optics (RIO) (double blade design) to avoid saturation, see Section III-G.

Each of the blue and red hyperspectral channels has a grating optimized for the wavelengths of that channel, and a lens assembly that focuses the wavelength-dispersed slit image onto a CCD. The lens assemblies were especially difficult to design and build due to their wide range of wavelengths and field angles, low f/number, and space constraints. Fortunately, coatings used in each channel can be optimized for a smaller range. The hyperspectral detector systems are described further in Section II-C.

The first element in the SWIR channel is the RIO, which is another OAP that refocuses the slit image onto the MLA. The MLA and SWIR detector subassemblies are described further in Section II-D. Additional details on the OCI optical path are provided in [30].

### C. Hyperspectral Detectors and Read-Out Electronics

The ultraviolet (UV) to near-infrared (UVNIR) optoelectronic detection system [30] consists of a UV to visible (VIS) focal plane assembly (FPA, “blue”) and a VIS to NIR FPA (“red”), each containing the following.

1. A 128 × 512 pixel Si CCD with 16 readout channels (“taps”) of 32 columns per channel operated in on-chip analog charge transfer TDI mode. Each column corresponds to a spectral band, so each tap has 32 spectral bands, and each CCD provides 512 spectral bands.

2. A 16-channel front-end electronics (FEE) board with dc clamps, amplifiers, noise filters, and two fast, 1024 times the charge of a single CCD pixel. For a spectral aggregation of eight spectral pixels (the product provided to the science users), a 1-km Science Pixel contains the charge from 8192 CCD pixels.

Whereas each hyperspectral band views the whole 16-km wide OCI IFOV at any moment in time, an individual SWIR band only view parts of the OCI IFOV, depending on its position in the multilens array (MLA), see Fig. 3 and Table I. Each of the 16 MLA lenses (and its two associated SWIR detectors) images an area with a width in scan (and track) direction of ~1 km. The number of detectors per band varies from 2 to 8, depending on the SNR goal of the SWIR track) direction of

### TABLE I

<table>
<thead>
<tr>
<th>MLA Position</th>
<th>Band 1</th>
<th>Band 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>940NM</td>
<td>1378NM</td>
</tr>
<tr>
<td>3-12</td>
<td>1250NM</td>
<td>1615NM</td>
</tr>
<tr>
<td>13-14</td>
<td>1038NM</td>
<td>2130NM</td>
</tr>
<tr>
<td>15-16</td>
<td>1038NM</td>
<td>2260NM</td>
</tr>
</tbody>
</table>

The optical path from the telescope to the detectors is shown in Fig. 2. The rotating telescope contains three optical elements: the primary mirror, fold flat, and depolarizer. Light enters the optical system through a 340-mm-long baffled tube. The first element in the telescope is the primary mirror, an off-axis parabolic (OAP) mirror that focuses the light down toward the 16 science pixels on the ground. Immediately after the slit is a weak field lens and collimator mirror. The collimator recollimates the light to enable a split into three channels. The weak field lens pushes the virtual pupil formed by the primary and collimator mirrors out to the gratings, so that the spectral and spatial pupils are in the same plane.

Light is split into three channels using two dichroics. Light below 600 nm is reflected into the blue channel, while 600–900 nm is reflected into the red channel. Since no dichroic cutoff is perfect, a small transition region around 600 nm is imaged into both channels. Wavelengths longer than 900 nm are allowed to pass to the SWIR channel. Attenuators are placed between the red dichroic and the red grating (single blade design) and between the red dichroic and the reimaging optics (RIO) (double blade design) to avoid saturation, see Section III-G.

Each of the blue and red hyperspectral channels has a grating optimized for the wavelengths of that channel, and a lens assembly that focuses the wavelength-dispersed slit image onto a CCD. The lens assemblies were especially difficult to design and build due to their wide range of wavelengths and field angles, low f/number, and space constraints. Fortunately, coatings used in each channel can be optimized for a smaller range. The hyperspectral detector systems are described further in Section II-C.

The first element in the SWIR channel is the RIO, which is another OAP that refocuses the slit image onto the MLA. The MLA and SWIR detector subassemblies are described further in Section II-D. Additional details on the OCI optical path are provided in [30].

### C. Hyperspectral Detectors and Read-Out Electronics

The ultraviolet (UV) to near-infrared (UVNIR) optoelectronic detection system [30] consists of a UV to visible (VIS) focal plane assembly (FPA, “blue”) and a VIS to NIR FPA (“red”), each containing the following.

1. A 128 × 512 pixel Si CCD with 16 readout channels (“taps”) of 32 columns per channel operated in on-chip analog charge transfer TDI mode. Each column corresponds to a spectral band, so each tap has 32 spectral bands, and each CCD provides 512 spectral bands.

2. A 16-channel front-end electronics (FEE) board with dc clamps, amplifiers, noise filters, and two fast,
low-power eight-channel 14-bit analog-to-digital converters (ADCs).

3) A thermal system to allow efficient cooling of the CCD and FEE while ensuring excellent mechanical alignment to the FPA housing with high thermal isolation.

To achieve the required OCI spatial and spectral resolution, the CCDs have to be operated at a high read-speed making it challenging to simultaneously achieve the low noise and high precision required for OCI. At the OCI telescope scan rate, it takes a 1-km ground scene 43 $\mu$s to move one Science Pixel in the detection system (integration time). Since each CCD pixel corresponds to a 125-m ground scene, a CCD image area pixel must complete charge integration, transfer of charge, and readout in 5.4 $\mu$s. It is necessary to read the charge of all 32 image area pixels of a tap in those 5.4 $\mu$s. For each read cycle, the charge is first moved from image pixel to image pixel or from image pixel to readout pixel. This parallel charge transfer is done in 940.8 ns. Then, charge is swiftly moved through the serial output pixel register to the CCD readout circuit. Each serial charge transfer is done in 117.6 ns. With four pre-read, 32 read and two postread pixels per tap, the one parallel and 38 serial transfers add up to 5.4 $\mu$s, which is the integration time for the 125-m ground scene.

The FPA is operated with correlated double sampling (CDS), where an ADC sample is made both during the CCD reset state and the CCD video state to effectively remove the CCD reset noise. For each serial readout, the CCD is first reset, and then, the charge from the last pixel in the serial register is transferred to the sense node. Therefore, the reset and the charge transfer to the sense node must each happen and get sampled by the ADC in 58.8 ns (half of 117.6 ns). It is challenging for the CCD two-stage field effect transistor (FET) source-follower readout circuit to settle in this timeframe. A three-stage output circuit would enable faster settling time but would produce too high noise. Despite this, high read precision has been achieved by ensuring low CCD clock jitter and very stable CCD bias.

A high-modulation transfer function (MTF) and low out-of-band response ratio require high charge transfer efficiency (CTE) and low readout channel-to-channel crosstalk in the CCDs. They are implemented with high CTE as well as high output channel density to reduce read speed as much as possible in trade-off with crosstalk. In addition, due to the requirement of detection of ocean and cloud signals with no gain change, the system must have a high dynamic range. This requires a large CCD well and sense node capacity of $\geq$750 ke- together with a 14-bit ADC.

An outstanding performance has been achieved for this system despite challenging and conflicting requirements [30].

**D. SWIR Detectors and Read-Out Electronics**

The seven-band 940–2260-nm shortwave infrared (SWIR) optoelectronic detection system [30], [31] consists of a focal plane in the form of a 16 $\times$ 1 MLA, where each lens corresponds to a 1 $\times$ 1 km Science Pixel on the ground. The MLA is fiber coupled to 16 SWIR detection subassemblies (SDSs), as shown in Fig. 3. Each SDS contains optics splitting the input out to two spectral bandpass filters (see Table I) that are each followed by a photodiode and a FEE feeding analog signals into a multichannel 16-bit ADC. Varying amounts of the 32 photodiodes are assigned to each of the seven bands (see Table I), digital TDI is applied after detection. InGaAs photodiodes are used below 1400 nm, and HgCdTe photodiodes are above 1600 nm.

Achieving low leakage between the lens elements in the MLA is important for accurate spatial sampling (as defined by the MTF requirements, see Section III-I), requiring the development of special fabrication techniques for the MLA. Electronically, this is a very different system than the UVNIR system. This system uses direct photo detection of each 1-km science pixel, so the integration time is high at 43 $\mu$s. This leads to a 23.3-kHz readout/sampling rate in contrast to the 17-MHz rate of the UVNIR system. However, the high cloud radiance levels and SNR requirements at low ocean radiance levels demand a high dynamic range and low noise. This requires a large area photodiode (290-µm diameter), very high gain, 16-bit ADC, and a narrow signal bandwidth. In contrast, high MTF and precision require a wide signal bandwidth and a fast pulse response. Careful design was needed to achieve a stable circuit capable of high gain with a wide enough signal bandwidth [30]. Furthermore, detailed modeling was done to optimize the bandwidth for the best possible trade between noise and MTF. A fast pulse response was not achieved due to a long-tail pulse response of the photodiodes (hysteresis) and limitations of the FEE design [31]. The effect is mitigated by the development of an in-flight pulse response measurement system (see Section II-I) and a postprocessing correction (see Section III-K) [31].

**E. Data Acquisition Unit (DAU)**

The DAU provides bias and clocking to the FPAs, acquires digital data from the FPAs and performs data processing in the form of CDS and digital aggregation. The DAU also synchronizes with the telescope motor controller to ensure the ground scene scan is locked to the TDI charge movement. In addition, the DAU controls the scan angle ranges (see Fig. 1) over which data are acquired.

The DAU receives the 14-bit digitized output of each CCD as a series of 512 $\times$ 128 arrays. In regular science modes, the processing of one edge tap of each CCD is disabled, reducing the number of available spectral pixels from 512 to 480. For each tap, the spatial and spectral aggregation can be chosen individually, with possible aggregations of 1, 2, 4, or 8 pixels. In “baseline” science mode, eight spatial pixels are aggregated for all taps, and the spectral aggregation is either 2 or 4. The “diagnostic” mode has no aggregation for the hyperspectral bands, resulting in a huge data rate. The data rate for this mode is reduced by providing Earth view data only over a scan angle range of 4.5°. Table II provides an overview of the most important OCI data acquisition modes.

The SWIR band data arrives at the DAU in arrays of 32 values. The 32 values are combined via digital TDI in the DAU into seven spectral bands. Special modes are available to obtain subsets of SWIR data without TDI for evaluating the performance of individual photodiodes.
TABLE II
OCI Data Modes. Spatial Aggregation of Eight and TDI Unless Otherwise Noted

<table>
<thead>
<tr>
<th>Mode</th>
<th>Purpose</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>Global science data acquisition</td>
<td>Earth view data and dark view data, see Fig. 1. Spectral sampling at 2.5 nm from 315 nm to 895 nm, with 1.25 nm spectral sampling from a) 640 nm-715 nm and b) 740 nm-775 nm.</td>
</tr>
<tr>
<td>Threshold</td>
<td>Global science data acquisition</td>
<td>Same as baseline, but with spectral sampling at 5 nm to reduce data volume (60 bands per CCD).</td>
</tr>
<tr>
<td>Spectral</td>
<td>Spectral calibration</td>
<td>No spectral aggregation, 32° scan angle range.</td>
</tr>
<tr>
<td>Bright Solar</td>
<td>Gain/spectral Calibration</td>
<td>No spectral aggregation, 16° scan angle range at +90°.</td>
</tr>
<tr>
<td>SPCA</td>
<td>SWIR pulse response monitoring</td>
<td>Spectral aggregation of 8, 66° scan angle range starting at +90°.</td>
</tr>
<tr>
<td>Lunar Sweep</td>
<td>Lunar irradiance measurement</td>
<td>Same as baseline, 8° scan angle range, 125 nm spatial resolution.</td>
</tr>
<tr>
<td>Lunar Stare</td>
<td>Hysteresis monitoring</td>
<td>Same as threshold, 66° scan angle range.</td>
</tr>
<tr>
<td>Progressive TDI</td>
<td>Linearity monitoring</td>
<td>Progressively delayed charge transfer in CCD, see sections III.E and III.L</td>
</tr>
<tr>
<td>Time Delay</td>
<td>IFOV characterization</td>
<td>Subpixel delay of data acquisition within scan, see section III.I. Variable aggregation.</td>
</tr>
<tr>
<td>SWIR High Speed</td>
<td>SDS characterization</td>
<td>No TDI for SWIR, band subsampling.</td>
</tr>
<tr>
<td>SWIR Single Image</td>
<td>SDS characterization</td>
<td>No TDI for SWIR, spatial subsampling.</td>
</tr>
<tr>
<td>Raw</td>
<td>General testing</td>
<td>No spatial or spectral aggregation, 4.5° scan angle range.</td>
</tr>
<tr>
<td>Diagnostic</td>
<td>Evaluation of individual CCD pixels</td>
<td>No spatial or spectral aggregation, no TDI, telescope stationary.</td>
</tr>
<tr>
<td>Snapshot</td>
<td>CCD reset and video readout performance</td>
<td>Raw CCD reset and video ADC samples, one CCD at a time; no Correlated Double Sampling (CDS).</td>
</tr>
<tr>
<td>Scope</td>
<td>CCD readout waveform performance</td>
<td>Raw CCD ADC samples with ADC clock aliasing in relation to CCD readout clock.</td>
</tr>
</tbody>
</table>

The SWIR data are always provided as 20-bit values, without truncation. The DAU truncates the blue and red FPA aggregated data from 18 to 20 bit (depending on the aggregation mode) to 16 bit.

1) In the threshold mode, the four least significant bits are truncated in the Earth view range.
2) In the baseline mode, the three least significant bits are truncated in the Earth view range for taps with spectral aggregation of four (2.5-nm sampling) or the two least significant bits for taps with spectral aggregation of 2 (1.25-nm sampling).
3) The 16 least significant bits are kept in any aggregation mode in the dark view range.
4) No truncation in diagnostic mode.

For spectral aggregation of less than 8, the equivalent of eight neighboring spectral pixels (e.g., two values that each resulted from aggregating four spectral pixels in the DAU) will be summed during ground processing when converting Level 1A data (reformatted raw data from the DAU; see [32] for data level definitions) to Level 1B data (calibrated radiances or reflectances). Note that Level 1B data are provided as 16-bit floating point values for all spectral bands.

F. Structure, Bearings, and Tilt

The OCI optical system, detector systems, electronics boxes, star tracker, and Earth-shade are attached to a composite honeycomb frame. The Earth-shade (shown in Fig. 4) protects the OCI radiators from radiation coming from the Earth.

The tilt system tilts OCI ±20° (see Fig. 4) within 50 s every orbit: into the spacecraft flight direction during the sunlit side of the orbit (close to the equator), opposite to the flight direction during the dark side of the orbit. Only power and digital data pass over the tilt interface.

OCI by itself (without tilt mechanism, including the Earth shade) has a height of 1.3 m, a length of 1.3 m, and a width of 2.3 m. The OCI mass is 272 kg. For a typical orbit, OCI uses an average power of 236.5 W, provided by the solar panels of the spacecraft.

The rotating telescope mechanism and the HAM mechanism are phase locked [33]. The RT/HAM bearing is a custom superduplex hybrid bearing pair using 440C stainless steel bearing races, silicon nitride balls, and Nye Synthetic Oil 2001. The 60-lb preload on the bearing is achieved through a ground C-spacer.

G. Thermal Control

OCI has a passive design with straps and radiators to conduct heat either to the radiators or directly to space,
with the exception of the UVNIR FPA thermal control, which requires dedicated loop heat pipes [34]. High-efficiency graphite thermal straps inside the FPAs and loop heat pipes between the FPAs and the passive radiators efficiently cool the CCDs and FEEs to cold operating temperatures and hold the system thermally stable.

Reducing temperature variations was an important design consideration, because characterizing radiometric sensitivity to temperature variations is very challenging, due to the difficulties in simulating the on-orbit temperature environment during prelaunch testing. There are a total of 23 heaters on OCI, including 15 survival heaters (needed if the spacecraft goes into safehold mode). The 74 temperature sensors are placed at various locations throughout OCI. A diagram of the thermal control system is provided in [35].

The OCI on-orbit instrument temperatures have at this moment only been modeled to within a range of about 5 °C, but the thermal control design will limit the on-orbit instrument temperature variations around the mean temperatures to ±0.5 °C on the FPAs, and ±1 °C to ±2.5 °C everywhere else. For low noise and high precision performance, the CCD and SWIR detectors are maintained at optimum temperatures for each. The detectors are the coldest areas on OCI: the SWIR detectors at approximately −65 °C, and the CCDs at approximately −25 °C. They have separate radiators, with sizes of 0.45 and 0.22 m², respectively. All FEEs are kept at −25 °C. The expected on-orbit temperature of the entire optical system is about +16 °C.

The HgCdTe SWIR bands need to be cooled to avoid saturation from dark current, whereas the InGaAs SWIR bands provide accurate data without cooling.

Although noise is reduced somewhat, the CCDs are primarily held at cold temperatures in order to minimize the effects of on-orbit radiation.

H. Solar Calibration Assembly (SCA)

The SCA contains a target assembly (“carousel”) with three reflective targets that are viewed by the rotating telescope assembly (RTA), see Fig. 1. One target at a time is selected with a mechanism. A door is included to limit UV exposure of the targets outside of calibration activities. Two of the targets (“bright diffusers”) are identical quasi-volume diffusers (QVDs), with one being used monthly to track possible reflectance degradation over time against the daily diffuser, similar to the approach used for MERIS [36]. The third target (“dim diffuser”) is an aluminum substrate coated with Fractal Black [37] with low reflectivity (see Fig. 5) and is used to support linearity monitoring, see Section III-L. Stray light from the Earth and spacecraft is limited by a baffle tube (see Fig. 1) to ensure that the sun is the only source of light that is observed during calibration collections.

The bidirectional reflectance function (BRDF) of the bright diffusers was measured at TNO (Delft, The Netherlands), with uncertainties ranging from 0.5% to 1.2%. Validation measurements at GSFC showed agreement within the combined uncertainties (better than 2%). The reflectance of the QVDs was spatially less homogeneous than expected: the reflectance of the surface decreased toward its edge by several percent. The BRDF measurement plan was expanded to characterize this effect. The BRDF values for typical on-orbit angles ranged from about 0.2–0.3 sr⁻¹ (minimum around 830–840 nm, increasing throughout the SWIR), see Fig. 5. The BRDF of the daily bright diffuser is about 0.5% higher than the monthly bright diffuser is about 0.5% higher than the monthly below 900 nm. A comprehensive publication on the bright diffuser BRDF measurements will be provided at a later date.

I. Solar Pulse Calibration Assembly (SPCA)

The SPCA [31] is a late addition to the OCI design, necessitated by the discovery of significant hysteresis in the SWIR bands, see Section III-K. Its purpose is to provide a sharp radiance gradient (impulse response) for monitoring hysteresis on-orbit. The optical design is shown in Fig. 1. A beam of sun light is directed via reflections to the RTA. The solar attenuators hardly transmit any light below 850 nm, but the SWIR bands are illuminated at high radiance levels without saturating the detectors. The baffle tubes of the SPCA and the SCA are pointing in the same direction, so that SPCA measurements can be acquired immediately following the SCA data acquisition, avoiding a dedicated spacecraft maneuver.

J. Instrument Command and Data Unit (ICDU)

The ICDU is built on the Modular Unified Space Technology Avionics for Next Generation (MUSTANG) architecture [38] and is the interface between the instrument and the spacecraft. It controls power switching and commanding to the different instrument components, including the heaters distributed throughout the instrument, and it reads many of the OCI temperature sensors. The ICDU is composed of six electronics cards: an RTG4 [a low-power field-programmable gate array (FPGA)] based processor card that runs flight software, an output module card with seven switched bus power services and two unswitched services, a low-voltage power supply card that distributes secondary voltages to the ICDU cards, a housekeeping card that provides analog telemetry conditioning, two heater module cards each with 16 heater switches fed by bus power (32 total heaters), and a thermal control card with eight linearly regulated trim heater services.
K. Mechanism Control Electronics (MCE)

The primary purpose of the MCE is to drive the rotating telescope system. In addition, the MCE also drives the Solar Calibrator mechanism during the collection of calibration data in orbit. These operations are accomplished by motor controllers and position sensors. The MCE consists of three largely similar motor controller cards: two RTA/HAM controller cards (with independent A side and B side for redundancy), a solar calibrator controller card, a quiet regulated secondary power card, and a power filter card which prevents electrical noise from getting back into OCI or the PACE observatory.

Either side of the RTA/HAM controller cards can be powered by the ICDU and each receives the reference instrument clock from the DAU, which synchronizes the spinning of the RTA and HAM to the collection of science data in the FPAs.

III. OCI Radiometric Performance

The main output of OCI is a series of digital numbers (DNs), spatially and spectrally aggregated by the DAU (Section II-E). For each baseline mode science scan, there are 1272 spatial pixels per scan for the Earth view scan angle range, with each spatial pixel containing one DN for each spectral band, with a total of 291 bands. In addition, every scan collects 57 pixels when looking into the scan cavity at +180° scan angle, see Fig 1. These pixels are referred to as dark view pixels; they measure the dark offset for each band. It is assumed that this offset is constant during a scan, and the offset is subtracted from the Earth view DN via

\[ dn = DN - DN_0 \]

where \( DN_0 \) is the average per scan of the dark view pixels.

The OCI calibration equation converts Earth view \( dn \) to TOA radiance

\[ L_t = K_1 \cdot K_2(t) \cdot \left[ 1 - K_3 \cdot (T - T_{ref}) \right] \cdot K_4(\theta) \cdot K_5(dn) \cdot K_p \cdot dn \]

where

- \( L_t \) TOA radiance \([\text{W/(m}^2 \mu\text{m sr})]\);
- \( K_1 \) absolute gain factor \([\text{W/(m}^2 \mu\text{m sr})/\text{dn}]\);
- \( K_2(t) \) relative gain factor as a function of time \( t \), normalized to first on-orbit data acquisition; unitless;
- \( K_3 \) temperature correction \([\text{[(C}^{-1}]\text{]}\);
- \( T \) temperature at relevant locations \([\text{C}]\);
- \( T_{ref} \) reference temperature \([\text{C}]\);
- \( \theta \) scan angle \([\text{C}]\);
- \( K_4 \) RVS; unitless;
- \( K_5 \) nonlinearity factor; unitless;
- \( K_p \) polarization correction; unitless;
- \( dn \) dark-corrected instrument counts \([\text{dn}]\).

Results for \( K_1-K_5 \) and \( K_p \) will be described in the following subsections, in addition to other performance parameters.

A. Spectral Characteristics

The OCI spectral characteristics were determined by sweeping a monochromatic source across the OCI spectral range. The test program used the Goddard Laser for Absolute Measurement of Radiance (GLAMR) as a tunable monochromatic source [39]. The laser source was fed into a 20-in integrating sphere with three National Institute of Standards and Technology (NIST) traceable calibrated radiometers. The integrating sphere was placed 8 in front of a TVC chamber window, with the center of the integrating sphere’s 8-in aperture aligned to the OCI’s nadir direction. For the calibration of the GLAMR radiances, the NIST traceable sources were placed into the TVC chamber before OCI was put into the chamber, looking at the integrating sphere through the TVC chamber window, thereby accounting for any light loss due to the window.

The laser source was swept in 1-nm steps from 310 to 2400 nm for in-band (i.e., high sensitivity of OCI) wavelengths. Four 10-nm wide regions (centered at 347, 555, 620, and 870 nm) were swept in 0.2-nm steps. Out-of-band (low sensitivity of OCI) regions in the SWIR (900–2400 nm) were swept in 10-nm steps. In-band radiance was set by GLAMR to 90% of \( L_{\text{max}} \) (maximum radiance expected on orbit) or \( L_{\text{clp}} \) (maximum radiance defined for high gain bands) or the maximum available GLAMR radiance (below 350 nm). Out-of-band radiance in the SWIR region was set to output the maximum available radiance by GLAMR. A detailed description of the measurements and analysis results has been provided by Kitchen-McKinley et al. [40].

The measurements acquired with GLAMR are the most important measurements of the OCI test campaign. A total of 11 requirements were verified with this dataset. Two of the key performance parameters of OCI are the center wavelengths (CWLs) and bandwidths of each OCI band. They are provided in numerical form for download at [41].

The absolute spectral response (ASR) can be calculated by dividing the \( dn \) OCI measured when looking at the integrating sphere’s 8-in aperture by the radiance measured by the three NIST traceable radiometers. The relative spectral response (RSR) is the ASR divided by its maximum value. The RSR for all bands in baseline mode (interpolated to a 0.1-nm grid) is also provided at [41] for users in need of more spectral information than just CWLs and bandwidths.

The default 1-nm GLAMR sampling is not sufficient to accurately characterize the RSR of the hyperspectral bands, due to their narrow bandwidth of ~5 nm. A 0.2-nm sampling is sufficient, but could not be acquired for the whole spectral range due to time constraints. The OCI team used three approaches to derive the optimal in-band (RSR > 0.01) RSR. Common to all approaches is that a reference in-band RSR shape was derived, and the CWL and bandwidth were adjusted to the RSR measured of the individual band. The three approaches are as follows.

1) Derive the reference in-band RSR shape from the 0.2-nm measurements.
2) Same as 1), but adjusting the RSR shape by component level throughput measurements.
3) Combine the 1-nm RSR measurements of all bands from a tap into a reference RSR shape for that tap. This provides improved wavelength sampling because the CWLs of the bands increase in steps of 0.625 nm, whereas the GLAMR wavelength step is 1.0 nm.

For each OCI band (480 per CCD), the approach was chosen that provided the smallest residuals to the RSR measurements of the respective band. Fig. 6 shows that above 340 nm, the deviation of the measured CWLs from the design target is: 1) a smooth function of wavelength and 2) within 1 nm of the design target. The data below 340 nm is less reliable due to low light levels of the laser source, but the strong deviation from the design target (up to 5.5 nm) is likely real.

For the baseline mode RSR, eight RSRs measured without spectral aggregation were aggregated into the RSR of a baseline band. The baseline mode spectral sampling is 2.5 or 1.25 nm, see Table II. The region around 670 nm was chosen for higher spectral sampling to support fluorescence line height [42] characterization in the ocean; the region around 760 nm was chosen to sample the oxygen A-band absorption in the atmosphere for aerosol layer height [43] and cloud top height [44]. Note that the bandwidth of each baseline mode band is independent of the spectral sampling, as shown in Fig. 7 (consistent bandwidth from 650 to 800 nm, for spectral sampling of either 1.25 or 2.5 nm, see Table II), because the L1B ground processing always aggregates to eight spectral pixels, see Section II-E. As expected, the spectral variation of the bandwidth seen in Fig. 7 is largest in the deep UV and the dichroic transition region around 600 nm (from 590 to 610 nm, both the red and blue FPA can receive significant amounts of light). Note that below 340 nm, measurement accuracy was compromised due to low GLAMR intensities.

In baseline mode, the L1B CWLs range from 314.6 to 605.5 nm on the blue FPA (119 bands total) and from 600.5 to 894.6 nm on the red FPA (163 bands total). For higher level processing (e.g., for L2 data, see [32] for data level definitions), the blue bands above 600 nm will be discarded. The original intent was to combine them with the red channel data up to 605 nm to increase SNR, but the radiometric accuracy of the red FPA data is superior (because of lower stray light, see below).

The integrated out-of-band response ratio (IOOB) describes the response of a band to light with wavelengths outside the extended bandpass. For OCI, IOOB is defined as the ratio of the integral of RSR over wavelength where RSR < 0.01 to the integral where RSR > 0.01, see [40]. For the blue FPA bands above 340 nm, IOOB is typically 2%–3.5%, and less than 1% for the red FPA bands, see [40]. The high blue channel IOOB is likely due to larger stray light caused by the blue grating, see also Section III-J. For wavelengths below 340 nm, IOOB increases significantly due to the low throughput at those wavelengths.

The spectral parameters of the SWIR bands are provided in Table III. Note that the CWLs of the high gain bands at 1250 and 1615 nm differ slightly from the corresponding standard gain bands (by 1.9 and 1.6 nm, respectively). The CWL of individual SDS units vary (by ±1.4 and ±1.2 nm for the two high gain bands, resp., see [45]). The CWL provided in Table III are averaged over SDS units (because of the TDI in baseline mode) and agree very well with the subsystem level measurements presented in [45].

The SWIR bandwidths are provided as the full-width half-maximum (FWHM) of the RSR measurements. The
bandwidths were designed to maximize SNR while reducing the impact of nearby atmospheric absorption bands.

The IOOB shown in Table III is 0.2% or less. The low IOOB for the SWIR bands is due to their high-quality spectral bandpass filters. $L_{sat}$ is discussed in Section III-G.

### B. Gains (K1)

The radiometric gain (or $1/K_1$) of each band can be calculated with (2), or by integrating the ASR over wavelength [46]. The former approach will be used on-orbit (see Section III-L), the results from the latter are shown in Fig. 8. The different gain settings of the OCI CCD taps can be seen clearly as the results from the latter are shown in Fig. 8. The different

![Fig. 8. OCI radiometric gains ($1/K_1$) for blue and red FPA bands without spectral aggregation (32 bands per CCD tap). The tap gain settings are shown as H, M, and L for high, medium, and low.](image)

### C. Temperature Dependence (K3)

The radiometric sensitivity of OCI with regard to temperature variations ($K_3$) was characterized during the OCI TVAC.

The temperatures of several OCI subsystems (detectors, electronics, and optics) were individually cycled through the expected on-orbit temperature ranges. During the temperature cycles, OCI viewed a constant (after drift correction) light source through a window in the TVAC chamber. Equation (2) was used to derive $K_3$ for all OCI bands. Typically, the radiance changed by less than 0.1% per degree temperature change for the temperature cycles of the detectors, much less when cycling the electronics or optics. The system level measured $K_3$ for the detector cycle agreed very well with predictions based on component measurements.

A validation temperature cycle was performed where the whole OCI instrument was cycled through its on-orbit temperature range. The resulting uncertainties due to the temperature sensitivity of OCI after correction are typically about 0.1%. Note that below 340 nm, the light source was not bright enough to derive reliable $K_3$ values. A detailed analysis of the OCI temperature sensitivity measurements has been published by Eplee [47].

The on-orbit temperature correction will use the detector temperatures of the respective bands (blue CCD temperature, red CCD temperature, and SWIR photodiode temperature), and the temperature of the lens housing for selected bands of the blue and red FPAs near the lower and upper limits of the spectral ranges for the two FPAs.

### D. Response Versus Scan (K4)

The RVS or $K_4$ was measured by placing OCI on a rotating platform, looking at a stationary 20-in integrating sphere with an exit aperture of 8 in, see [48]. OCI was rotated around its telescope spin axis to achieve different scan angles when looking at the exit aperture. The light output from the sphere was monitored for temporal drift using an internal hyperspectral radiometer. For the hyperspectral bands, the measured $K_4$ agreed with model predictions based on component-level measurements of the HAM directional reflectance. The maximum $K_4$ variation within the earth view scan angle range was 6.4% at 380 nm. However, for the SWIR bands below 1400 nm (InGaAs detectors), a significant dependence of $K_4$ (up to 4%) on MLA position was seen that was not predicted [28]. The most likely explanation is vignetting in the MLA.

The SWIR bands above 1400 nm cannot be measured with the above setup, because the HgCdTe detectors need to be cooled (and the rotating platform did not fit into the TVAC chamber). We calculated $K_4$ for the HgCdTe bands using component level HAM reflectance measurements and the $K_4$ dependence on MLA position measured for the InGaAs bands (see Fig. 9), but this solution is not as reliable as for the other bands. Therefore, we assigned a higher uncertainty to $K_4$ for the HgCdTe bands, see Section III-M, based on conservative estimates regarding potential differences in the light path as the wavelengths increase. We expect that validation with on-orbit data will show that our $K_4$ uncertainty estimate for the highest wavelengths is very conservative.

As for $K_3$ (see Section III-C), $K_4$ for bands below 340 nm were not well characterized due to low light levels from
TABLE IV
SPATIAL PARAMETERS OF OCI SCIENCE PIXELS. SEE SECTION III-I

<table>
<thead>
<tr>
<th>Band</th>
<th>350nm</th>
<th>865nm</th>
<th>2260nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>IFOV [deg] cross track</td>
<td>0.0893</td>
<td>0.0889</td>
<td>0.0878</td>
</tr>
<tr>
<td>IFOV [deg] along track</td>
<td>0.0917</td>
<td>0.0917</td>
<td>0.0911</td>
</tr>
<tr>
<td>GSD [deg] cross track</td>
<td>0.0888</td>
<td>0.0888</td>
<td>0.0888</td>
</tr>
<tr>
<td>GSD [deg] along track</td>
<td>0.0881</td>
<td>0.0881</td>
<td>0.0881</td>
</tr>
<tr>
<td>Field-of-Regard [deg]</td>
<td>112.9</td>
<td>112.9</td>
<td>111.7</td>
</tr>
<tr>
<td>MTF@Nyquist cross track</td>
<td>0.53</td>
<td>0.61</td>
<td>0.49</td>
</tr>
<tr>
<td>MTF@Nyquist along track</td>
<td>0.52</td>
<td>0.58</td>
<td>0.48</td>
</tr>
</tbody>
</table>

TABLE V
OCI SYSTEMATIC UNCERTAINTY \((k = 1)\) ESTIMATE FOR SELECTED BANDS. SWIR BANDS ARE SHOWN FOR HIGH GAIN

<table>
<thead>
<tr>
<th>Band</th>
<th>350</th>
<th>443</th>
<th>555</th>
<th>865</th>
<th>1250</th>
<th>1615</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Systematic Uncertainty (RSS) [%]</td>
<td>1.27</td>
<td>0.73</td>
<td>0.74</td>
<td>0.72</td>
<td>1.42</td>
<td>1.80</td>
</tr>
<tr>
<td>K1 [%]</td>
<td>1.22</td>
<td>0.63</td>
<td>0.63</td>
<td>0.55</td>
<td>1.26</td>
<td>1.45</td>
</tr>
<tr>
<td>K2 [%]</td>
<td>0.12</td>
<td>0.12</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.12</td>
</tr>
<tr>
<td>K3 [%]</td>
<td>0.13</td>
<td>0.06</td>
<td>0.03</td>
<td>0.03</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>K4 [%]</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.07</td>
</tr>
<tr>
<td>K5 [%]</td>
<td>0.02</td>
<td>0.06</td>
<td>0.04</td>
<td>0.20</td>
<td>0.33</td>
<td>0.48</td>
</tr>
<tr>
<td>Kp [%]</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
<td>0.06</td>
<td>0.06</td>
<td>0.04</td>
</tr>
<tr>
<td>Hysteresis [%]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.41</td>
<td>0.45</td>
</tr>
<tr>
<td>Straylight/Crosstalk [%]</td>
<td>0.07</td>
<td>0.08</td>
<td>0.13</td>
<td>0.18</td>
<td>0.27</td>
<td>0.27</td>
</tr>
<tr>
<td>RSR [%]</td>
<td>0.27</td>
<td>0.33</td>
<td>0.34</td>
<td>0.32</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>SWIR fiber stability [%]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td>ADC power cycling [%]</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Bit truncation [%]</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.11</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CCD pulses and EM noise [%]</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

The two methods provided very similar results, see [28]. Due to time constraints, GLAMR was only used at selected wavelengths, and the K5 values shown here for bands above 340 nm and below 900 nm are from the PTDI measurements. K5 for the SWIR bands was derived only with GLAMR. For wavelengths below 340 nm, K5 was derived with FPA level measurements, i.e., before integration of the blue FPA into OCI, illuminating the CCDs directly without the OCI optics. No significant temperature dependence of linearity was found for any of the OCI bands (within the expected on-orbit temperature range).

The nonlinearity of the SWIR bands is generally low (below 1%, see Fig. 10), and lower for the InGaAs bands than for the HgCdTe bands.

For the hyperspectral bands, linearity is mainly introduced by the CCD sense node and FET output stage and is, therefore, strongly influenced by the tap gain setting (high gains causing larger nonlinearities). The variation over the dynamic range from the lowest ocean radiance \((L_{\text{low}})\) to the brightest cloud radiance \((L_{\text{max}})\) can be several percent, see Fig. 11. It is obvious that a highly accurate linearity correction is needed.

The uncertainty of the linearity correction is on the order of 0.1% for the hyperspectral bands at ocean-level radiances, but typically higher in the SWIR bands (up to 0.4%), see Table V.

For the SWIR bands, frequency-dependent nonlinearity was characterized as well [51]. The frequency dependency was about 0.1%. This value was added to the uncertainty of the nonlinearity correction for the SWIR bands.
and lunar radiance (L<sub>obs</sub>) observed around 420, 480, and 595 nm. In the blue channel, small levels of saturation are spreading across settings for the fluorescence line height bands (see Fig. 8). The light reaching the SWIR FPA is reduced by 15% with a partial aperture blocker to ensure the bands for cloud applications do not saturate.

**F. Polarization (Kp)**

The prelaunch characterization campaign showed that the OCI depolarizer works as intended, reducing the polarization sensitivity to less than 0.5% for all wavelengths above 350 nm [52], with an average value of about 0.2%. There is no significant variation with scan angle. There is a strong increase in polarization sensitivity below 350 nm. The intensity of the light source was too low to measure polarization below 330 nm. It might be possible to derive polarization sensitivities below 330 nm from on-orbit data, with a similar approach as used by Kwiatkowska et al. [53] for MODIS. Compared to heritage sensors such as MODIS and VIIRS, OCI has a very low sensitivity to polarization above 350 nm.

**G. Saturation**

The OCI requirements regarding saturation balance the opposing goals of high dynamic range (desire to measure radiances at the brightest cloud level (L<sub>max</sub>)) and high SNR at low radiance levels (for ocean color products, L<sub>typ</sub>). The large difference between L<sub>max</sub> and L<sub>typ</sub> is shown in Fig. 12, demonstrating the challenges associated with achieving both goals simultaneously, especially above 700 nm. Most OCI bands are required to saturate above L<sub>max</sub>, but certain bands were exempted because they are not critical for cloud products.

**H. SNR**

The OCI SNR was measured in TVAC as a function of radiance. Typical radiances (L<sub>typ</sub>) were defined for ocean [54] and cloud scenes, and the SNR requirement was evaluated at L<sub>typ</sub>. L<sub>typ</sub> is shown in Fig. 12, SNR in Fig. 13. OCI exceeds its SNR requirements with a significant margin for all bands (by at least 22%, typically around 80%). The UV-enhanced Ag coating on the mirror surfaces was critical in achieving a very good performance down to 345 nm, the high gain taps for the fluorescence line height bands around 670 nm increased SNR as expected.

**I. Spatial Characteristics**

The spatial characteristics of the OCI data were measured with the “line spread function (LSF) bench.” A collimated source was developed to simulate various scenes (e.g., a single illuminated Science Pixel surrounded by dark pixels) in order to evaluate the spatial performance of OCI. A 2-in integrating sphere was illuminated with either halogen sources or fiber-fed by GLAMR for monochromatic tests. Si and InGaAs detectors monitored the signal in the sphere. Attached to the sphere aperture are interchangeable scene masks which were precision-cut to simulate scenes (e.g., 1 × 1 km and 7 km (cross track) × 1 km (along track), slanted slit). The sphere illuminates an OAP that collimated the light before being projected into the OCI aperture, see [55] for further details.

The results for various spatial characteristics such as IFOV of a Science Pixel, ground sampling distance (GSD), MTF, and field of regard (FoR) are provided in Table IV for representative wavelengths. Variation among the hyperspectral bands was usually very small. For the SWIR bands, significant variations between bands were found, e.g., for IFOV cross track (standard deviation of 2%) and MTF cross track (standard deviation of 6%). These variations are likely due to the hysteresis effects discussed in Section III-K. The FoR for the SWIR bands differs slightly from the hyperspectral bands (from 0.1° to up to 1.2°) due to the position of the respective band on the MLA provided in Table I. By design, GSD depends mainly on the telescope rotation speed and detector readout rate and does not vary with wavelength.

Using a special time delay mode [56], the image acquisition start within the scan can be delayed in increments of 1/64th (1/32nd for the SWIR bands) of a Science Pixel for consecutive data collects, allowing a very fine sampling of a stationary setup like the LSF bench. Measurements with this mode are shown in Fig. 14. The IFOV in the scan direction can be derived from the FWHM of these curves.

The IFOV in track direction was derived from measurements of a slanted slit with a precisely known slant angle, results are reported in Table IV. A different method (tilting the OCI in the track direction relative to the LSF bench in 1/8th Science Pixel increments) produced about 5% lower IFOV in the track direction. This difference was not resolved, we are reporting the values from the former method because it was spectrally consistent, and the HgCdTe detectors could not be measured with the tilt approach.
Fig. 13. OCI SNR as measured during the TV AC campaign. Blue/red stars are the SNR for the hyperspectral 5-nm bands of the blue/red channels at ocean $L_{typ}$, blue/red diamonds for multispectral bands at ocean $L_{typ}$, black stars for the SWIR bands at cloud $L_{typ}$, and green stars for the SWIR bands at ocean $L_{typ}$. The multispectral bands below 900 nm are provided as reference points to heritage sensors. They are typically 15-nm wide (40 nm for the 865-nm band), see [1] for their exact specifications.

Fig. 14. IFOV measurements with time delay mode [56]. This figure shows the normalized OCI response to a one physical (CCD) pixel wide mask. OCI data at 550 and 865 nm has a spatial aggregation of 8.

Whereas the CCD bands are aggregated from eight 125-m pixels, the natural resolution of the SWIR bands is 1 km. These two different mechanisms can be clearly seen in Fig. 14: the combination of the eight 125-m pixels forms a plateau, whereas the SWIR bands show a rounded peak.

Band-to-band registration is defined as the minimum overlap of the area imaged by a certain band with any other band. The spectral variation of the imaged area in the track direction is small by design ($\pm 0.03$ science pixels). However, there is variation in the cross track (scan) direction, see Fig. 15. Whereas the hyperspectral bands are tightly clustered ($\pm 0.005$ science pixels), there is a significant variation for the SWIR bands (up to 0.3 science pixels), due to different delays caused by different electrical filter bandwidths.

**J. Straylight and Crosstalk**

Straylight and crosstalk are usually caused by optical scattering within the instrument, artifacts within the detector, or electronic features when processing the detector signal. For the purpose of this article, we define straylight as light at a certain wavelength, originating from a 1 x 1 km Science Pixel on the (Earth’s) surface, entering the OCI telescope, that is recorded by OCI at the correct wavelength, but at a different spatial pixel. Light that is recorded by OCI at a different wavelength and at an incorrect spatial pixel is referred to as crosstalk. (Light that is recorded at the correct spatial pixel, but at the wrong wavelength, is IOOB, see Section III-A.)

The OCI straylight performance is shown in Fig. 16. Both the red and blue channels show very low straylight, especially the red channel. The higher straylight in the blue channel could be caused by scattering of the blue grating and/or the blue lens assembly.

The large response after the peak for the SWIR band will be discussed in the following section. The low response before the peak shows that optical scattering is low for the SWIR bands.

The blue channel has distinct optical crosstalk features, see Fig. 17, colloquially referred to as 'ghosts'. Based on their unique spectral signature (decreasing receiver wavelength for increasing sender wavelength, see [57, Fig. 6]), these ghosts have been identified as reflections of the CCD back to the grating, and then back to the CCD (see Fig. 2).
occur only in the blue CCD. A correction algorithm has been derived, its effectiveness will be evaluated on-orbit. The magnitude of the ghosts is small, but if the impact is noticeable in on-orbit images, the correction will be applied.

K. SWIR Band Hysteresis

During testing of the OCI ETU with the LSF bench, strong hysteresis after a radiance gradient was detected in the SWIR bands [27]. OCI flight unit measurements for selected bands are shown in Fig. 18. The 865-nm band is shown to demonstrate the desired response. All SWIR bands show significantly larger response after the peak, and negative dn values [i.e., DN values smaller than the dark current DN0, see(1)] for some bands (up to 0.1% of the peak for the 1250SG band, see Fig. 18). The underlying cause was identified as slow traveling carriers from certain regions in the photodiodes [31], [58] (for both InGaAs and HgCdTe detectors) and suboptimal tuning in the electronic front end design of the detector readout circuit. Incorrect FEE tuning can result in negative dn after the response peak [31].

Unfortunately, schedule constraints did not allow an effective hardware remediation. Instead, an expanded test program was implemented for OCI flight unit testing that provided a comprehensive characterization of the effect. The LSF bench was used with masks of different widths (1, 2, 4, and 7 science pixels) and with different light intensities to confirm that the effect is linear/additive with regard to the radiance level and the spatial extent of the impulse. No temperature dependence of the effect was detected over the expected range of on-orbit temperatures.

Based on this test data, a correction algorithm was developed that reduces the impact to the noise level starting four science pixels after the response peak [31]. This addresses the strongest impact of the effect (dark ocean pixels measured after cloud pixels), allowing the usage of SWIR bands for the common case in global TOA radiance images of large ocean areas next to extended cloud fields. Unfortunately, in the case of high-frequency radiance gradients in the along scan direction, the current version of the correction provides only limited improvement.

Several methods exist to monitor (and potentially improve) the current version of the correction once on-orbit. The SPCA (see Section II-I) will provide a daily measurement of the hysteresis effect for a very short impulse. A dedicated monthly lunar measurement (repeatedly scanning a line across the center of the moon, i.e., without along track progression, allowing to average of several scan lines to enhance the response far away from the moon) will provide a measurement with a more extended source (about 8-pixels wide). We also expect to be able to use a measurement where OCI scans across the Earth’s limb toward deep space, providing a much wider impulse than we could test during the prelaunch campaign.

L. On-Orbit Performance Monitoring

On-orbit variations over time in the radiometric sensitivity of each OCI band are captured by the parameter $K_2$. They will be monitored by: 1) solar diffuser measurements (daily and monthly, over the northern terminator) for short to medium-term instrument gain adjustments and 2) lunar irradiance measurements for trend adjustments over long time periods, similar to the approach used for the VIIRS instrument [59]. OCI is planning to measure the lunar irradiance twice per lunar month at $\sim 7^\circ$ phase angle. Dedicated lunar measurements will be performed in conjunction with these lunar irradiance measurements to measure hysteresis characteristics in the SWIR bands, supporting the SPCA measurements. Both the solar diffuser and lunar measurements require dedicated spacecraft maneuvers [60], [61].

Although the radiometric gains ($K_1$) were measured prelaunch, we are currently planning to use the $K_1$ derived from on-orbit measurements of the bright solar diffusers for processing science data products. This approach eliminates uncertainty due to any potential radiometric gain change from the time of OCI TVAC to the first on-orbit solar diffuser measurement. Reasonable agreement between the two methods would validate both.

On-orbit changes of the spectral characteristics of OCI will be monitored via measurements taken without spectral
aggregation (i.e., sampling at 0.625-nm intervals) from the solar diffuser measurements and from Earth view measurements (see Table II), using the known absorption characteristics of Fraunhofer lines and atmospheric absorption features (e.g., O$_2$A band) [62]. Unaggregated Earth view data will be acquired during selected tilt maneuvers, with a limited scan angle range (±16° around the nadir) because the high data rate of the unaggregated mode requires a reduction in data volume. The geolocation of the Earth view data during the tilt maneuver will be less accurate, but accurate geolocation is not needed for this spectral analysis.

The dim diffuser will be measured monthly. The dim diffuser measurements will be acquired in progressive TDI (PTDI) mode (see Section III-E) to support trending of on-orbit linearity changes. Unfortunately, the BRDF of the dim diffuser (∼0.023/sr) is higher than expected, limiting the dynamic range over which the linearity characterization can be performed: for bands above 580 nm, the radiance provided by the dim diffuser is higher than the typical ocean radiance ($L_{typ}$).

**M. Uncertainty Estimate**

Table V shows the systematic uncertainty estimate for OCI TOA radiances for selected wavelengths at typical ocean radiance levels. The table provides individual uncertainty components and the total uncertainty, calculated as the root mean square sum of the individual components. The uncertainty for $K1$ is calculated from the uncertainty of the bright solar diffuser measurements, including the RVS uncertainty at the solar diffuser scan angle. The $K1$ uncertainty is the dominant term for all bands.

Vicarious calibration [26] will be applied in the ocean color processing for wavelengths below 720 nm. (Note that it will not be applied for the processing of aerosol or cloud products.) The uncertainty of a vicariously calibrated band is independent of the solar diffuser calibration of that band, therefore $K1$ uncertainty becomes the uncertainty of the vicarious calibration process (∼0.1%, see [26]). Note that vicarious calibration requires a large number of matchups of the in situ truth source to the satellite measurement in order to result in an uncertainty of 0.1%, so it will take at least a year of on-orbit data to achieve this accuracy. Recalculating for the case of vicarious calibration leads to a total uncertainty of ∼0.4% for most bands below 720 nm, meeting the goal for ocean color of 0.5% described by Gordon [24].

NASA has invested in improvements to the in situ sources for ocean color vicarious calibration. These developments are on schedule to provide data from the start of the PACE mission [63], [64]. In addition, matchups from the well-established MOBY buoy [65] will be available for vicarious calibration. For the first time, there will be sources of vicarious calibration data in each hemisphere.

The uncertainty estimates for OCI are a work in progress and will be updated after launch. We have confidence in most terms provided in Table V, but some items (e.g., the accuracy of the corrections for crosstalk and SWIR band hysteresis) will likely need revisions.

The top-level uncertainty requirements for the PACE science products are provided in Table I in [1]. The OCI systematic uncertainties combined with the SNR (see Section II-H) allow the production of the PACE ocean color products with a significant margin regarding their uncertainty requirements [66]. For the aerosol and cloud products, PACE requires a systematic uncertainty better than 5%, which is met by all bands with a margin of at least 2%.

**IV. Conclusion**

OCI is a complex instrument. A wide range of technology developments and design optimizations needed to be implemented to achieve the challenging PACE mission requirements, especially with regard to the uncertainty requirements for ocean color products. A comprehensive prelaunch characterization campaign was essential to achieving this high level of accuracy. The campaign verified that all the OCI science requirements [67] were met. The OCI test team built on the experiences of heritage test campaigns, incorporating state-of-the-art light sources such as NIST-traceable tuneable lasers and plasma lamps. A wide variety of OCI image acquisition modes was essential for accurately measuring different characteristics of OCI.

Since the primary purpose of OCI is ocean color, some of the design choices made are not ideal for other science disciplines:

1) The OCI along track tilt is critical to avoid glint over ocean, but increases the path length through the atmosphere and results in suboptimal coverage in equatorial regions.
2) High spatial resolution was a lower priority than SNR, the capability to accurately characterize the radiometric output, and the avoidance of striping in the images.
3) At a few wavelength ranges, OCI saturates below cloud radiance levels in order to increase SNR at lower radiance levels.

Despite these compromises, OCI will be an innovative data source for many science applications, not just ocean color and atmospheric science. OCI will provide daily global coverage of TOA hyperspectral radiances below 900 nm, and multispectral radiances up to 2260 nm. Below 900 nm, the spectral sampling is 2.5 nm (1.25 nm in selected spectral regions), with a bandwidth of 5 nm. OCI will be the first sensor to provide hyperspectral daily global coverage, down to 340 nm. It will provide a total of 291 spectral bands in baseline mode, including bands down to 315 nm. However, the radiometric uncertainty of radiances from 315 to 340 nm is high and not discussed here. OCI has very low polarization sensitivity, and its radiances can be combined with the simultaneously acquired polarization measurements from the two multivariate polarimeters onboard the PACE spacecraft.

After the launch of the PACE mission in February 2024, OCI was successfully powered on and started its commissioning phase. The mission is designed to last at least 3 years; spacecraft fuel is sufficient for 10 years. OCI science data will be provided as open access by NASA’s Ocean Biology Distributed Active Archive Center [68].
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